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Introduction

LTE is the standard defined to communicate with cell phones in a wide area network, while Wi-Fi is the standard
designed for local area networks, and we use both daily. Both are deployed in mines for different applications, and
physics defines the limitations of each. LTE uses lower frequencies to cover a more extended range but with lower
throughput, while Wi-Fi uses higher frequencies to obtain higher throughput at shorter distances Rajant integrates both
technologies into its radios and has enabled machine-to-machine communication since the company’s creation in 2001

to extend the range and throughput past the limitations of fixed infrastructure.

In this document, we test Rajant’s latest LTE radio integration with Rajant Kinetic Mesh® at different mining locations to
demonstrate seamless roaming between Rajant Kinetic Mesh and LTE, along with documenting actual throughput and
latency achieved. Conducted tests were run over private and public LTE networks. This document, however, primarily
covers the Rajant testing over private LTE networks as public networks are less prevalent in mining, and test results

showed a lot of variabilities, so maintaining consistent backhaul throughput was not possible.

In this document, one of the available networks supported a channel bandwidth of 10Mhz of LTE RF spectrum, resulting
in a 20Mbps download speed and 10Mbps upload speed. An additional private network was provided at another site

with 5Mhz of LTE Spectrum with a 10Mbps download speed and less than 5Mbps upload speed.

During the testing, Rajant achieved 99.5Mbps throughput over Kinetic Mesh with 1.786ms latency and 19.1 Mbps
throughput over private LTE with 38.701Tms latency.

Utilization of Rajant’s Remote Protocol Tunneling (RPT) is required to mesh over a Layer3 LTE connection.

Note: The goal of implementing an RPT connection over Public LTE was to determine what was required to avoid
Carrier Grade Network Address Translation to establish Remote Protocol Tunnels over the infrastructure routes with
some connectivity over a public network. Throughput testing revealed an excessive variance in latency and cost. Public
LTE networks for reliable and required application throughput should be avoided as public LTE saw latencies between

125-133 msec with route costs greater than 28,000.
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I The purpose of the testing was:

» Integrate with the private LTE network at multiple mine sites

» Confirm SIM card validation on the private mine site and the public LTE networks
» Establish Remote Protocol Tunnels and confirmation of functionality

»  Confirm latency over the RPT link

» Confirm RPT could route traffic when it was the best path cost

»  Confirm mesh links could route traffic when mesh link cost bettered RPT costs

» Integrate with public LTE and determine best practice to deal with CGNAT

Rajant equipment deployed over the mine:
» Peregrine FE1-2255B
» Peregrine 2455LW with LTE interface running 11.251 firmware

»  Slipstream 2 running 11.25.1 firmware
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Establish Remote Protocol Tunnels and
Confirm Functionality

Remote Protocol Tunnelling was established over UDP. To enable the remote protocol tunnel to function, the following

node configurations were applied.

SlipStream RPT Configuration

SlipStream connected via EthO to the network switch. The SlipStream network was configured with a static IP address
based on its computed V11 address. The SlipStream ETHO port was configured in gateway mode — with gateway IP

address details established via DHCP. ETH 1 was connected to the network switch port.

The figure below shows a block diagram of the mine site test network configuration.
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The following was applied on the SlipStream in This image shows RPT tunnels established over LTE

InstaMesh® (No changes were enabled on the advanced between each node and the SlipStream.

InstaMesh tab). RPT configs are necessary as the Rajant Feile

R |

BreadCrumbs® need Remote Protocol Tunneling in order

-]
to mesh over LTE. InstaMesh on the Peregrines were CEE
configured for RPT using the DHCP assigned gateway IP 5
as the RPT tunnelling address.
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In the image below, the LTE tower is on the left. The admin node is mounted to the roof of the building on the right. The pit-side node is
behind the dirt pile directly ahead of the vehicle. The pit-side node was in an LTE coverage area, so it could mesh from the admin building
to the pit -side node to switch to LTE. See the video link below which shows mobile roaming between mesh backhaul and LTE. In a real

world deployment , we would have allowed the pit-side node to mesh with the admin node as that provides a 5-6x increase in

throughput.

Test Results

Standard Rajant BreadCrumb nodes (non-LTE) are also able to use the 4G/LTE connections of the hybrid Rajant nodes via the wireless

Kinetic Mesh when LTE has the best cost.

The Rajant hybrid BreadCrumbs could seamlessly switch between wireless Kinetic Mesh and 4G/LTE connections. Peer routes are

switched without dropping packets.

Watch video. https://youtu.be/7a3avMBPL-A
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Trace Path Cost: 602

LINK COUNT PER WLAN

WLAN || GreatLinks | Good Links || PoorLinks || Total Links

wian1 1 L 0 1
wiand 1 L U] 1
wian3 1 L 0 1

= Agreatlink is a link with both cost and SNR in the great range.

+ Agood link is a link with both cost and SNR at least in the good range,
bulwas nol a graat link.

» Apoorlink is a link with either cost or SHR in the poor range.

Peer Pear
Serial Hame Py Cost SNR
FE1-24550L0W-8T854 10.56.3243 487 41
WLANT
Peer Peear
Serial Hame Py Cost SNR
FE1-2455LW-87854 10.56.3243 1.201
WLANS
Peer Peer
Serial Name Py Cost SHR
FE1-2455LW-87854 10563242 596 4z

Using MeshMapper, we can track the progress of the mobile node within the Kinetic Mesh Infrastructure and then

switch to LTE. As shown in this picture, the mobile node was in full mesh coverage as noted by excellent peer costs on
all three WLANS.

Iperf Mast = Mobile Vehicle/FE1-2255 g4l | BreadCrumbTable X | LiveTrace X | I~ TopologyView X

Starting Iperf3 Performance Test

Client: MastiFE1-2255B-82236

Server: Maobile Vehicle/FE1-2256B-82237
Test Direction: Client-=Server

Test Mode: UDP

Bitrate: 100.0 Mbits/sec

Dwration: 10 seconds

Buffer Length: Automatic

Test started: 05/08/2021 14.46:258 406
Ciownloading lperf3 results.

Latency: 1.786 ms.
BreadCrumb CPU Utilization: 13%
EluﬁerLen_gTh;‘M:‘lS bytes

Sender; 10.65.60.1
Bitrate: 100.0 Mbits/sec
CPLU Utilization: 8%

Receiver; 10.65.61.1
Bitrate: 99.5 Mbits/sec
Jditter: 0.257 ms
Packet Loss: 0.0%
CPLU Utilization: 1%

Test ended: 05/08/2021 14:46:46.039

100MBPS UDP throughput over the Kinetic Mesh is shown here.

RAJANT
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In this InstaMesh trace during the testing, we can see the vehicle node offloading via Kinetic Mesh to the pit-side node

and then using LTE to get from the pit-side node to the LTE tower. The solid lines depict the path for data.

 BreadCrumbTable X | %% LiveTrace X | I TopologyView X

Wips. & liap

4437 E - Fi Li

¥ Link Visualization: | Default > ( Add | Remaove Rename Edit
ZMW{%JMZ%W X | # Vehicle P-LTE = 10.56.3.19 X | %) Tasks X ‘1_?_\ Alerts X |

Tracing Vehicle P-LTE -= SLIPSTREAM-2-83016
Started 02/09/2022 08:51:43.096

Jv|0

Target Encap ID: 83016

1 Vehicle P-LTE to 04:f0:21:9a:68.68 (Pit Side Node/FE1-2455LW-81459) / wian0wds0 encapid=81459 hopcost=1159 pathcost=11231 channel=149 freq=5745 signal=-72 snr=37 rate=200
2 Pit Side Mode to 10.56 3.18 (SLIPSTREAM-2-83016) / tapOrptudp12 encapid=83016 hopcost=11751 pathcost=11751
3 SLIPSTREAM-2-83016 to 42:62:31:14:23:1b (SLIPSTREAM-2-83016) / tap0 encapid=0 hopcost=0 pathcost=0

v

[ Trace Complete

Once the vehicle drives out of Kinetic Mesh coverage, LTE takes over. Data still flows without Kinetic Mesh coverage

seamlessly over LTE.

Trace Path Cost: 8,162

WARNING: NO PEER DATAFOUND!

The pin is a gold star if there are at least 3 greatlinks,

The pin is a silver star if there are exactly 2 great links and at least 3 good
links. (The 2 great links count as good links).

The pin is a bronze star if there is exactly 1 great link and at least 3 good
links. (The 1 great link counts as a good link).

The pin is green if there are no great links but at least 3 good links.

The pin is yellow if there are no great links but exactly 2 good links

The pin is orange if there are no great links but only 1 good link.

The pin is red if there are 0 great and 0 good links, but at least 1 link.

The pin is blue if there are no links whatsoever.

Directions: To here - Erom here

)
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Starting lperf3 Perdformance Test
Client: FE1-2455LW-314549

Senver. SLIPSTREAM-2-83016

Test Direction: Client-=Server

Test Mode: ALTO_LIDP

Buffer Length: Automatic

Test started: 01/26/2022 14:07:40.144
Downloading Iperf3 results.

Latency: 38.701 ms.
BreadCrumb CPU LHiilization: 0%
Buffer Length: 1428 bytes

Sender: fed0::13:95ffe3celec
Bitrate: 20.0 Mbits/sec
CPLU Utilization: 2%

Receiver: fe30:4062:31ffe14:231D
Bitrate: 19.1 Mbits/sec

Jitter: 0.959 ms

Packet Loss: 1.1%

CPU Utilization: 2%

Test ended: 01/26/2022 14:08:50.187

With 20MBPS download and 10MBPS upload, we see 19.IMBPS throughput over LTE and no dropped

Roaming back and forth between LTE and Kinetic Mesh shows no ping loss below:

Command Prompt

White Paper: How to Deploy a Rajant/LTE Hybrid Network: Real World Rajant vs Private LTE Performance Test Results 10




Requirements to Utilize Public LTE

» LTE providers typically implement Network Address Translation (NAT) on post-paid and pre-paid 4G/LTE SIM cards

» The FE1-2455LW will still get an IP address for the SIM card, however this NAT prevents the RPT tunnel from being

established.
For successful implementation of RPT over public LTE, ensure APN supports a dynamic public IP address without NAT.

Below is an example of public LTE dynamic IP Address using NAT. Note, no port bonding and no connectivity with
NATing, Public LTE cannot work.

2065 inataMesh. cppill2B:Failed o send beepalive CO port 9, taplrprudpd, I'EE' 255.140.177 with error 89, Deatination address required
Z0E9:inataMesh . cpp:574:Failed to send periodic keepaliwe to rpt liok %, caplrptudp®, 49.255.140.077,aptIsReady=), hacdshakeDonesd
Z0ES:inataMeah , cpp: 1027 sendRptReaphlives deleting port 5, uapjrptu:lpﬁ 49,255.140,177

2068 packet.cppi43%:Delacing port &, tapirptudp®, €5,255.140.10

2068 inataMenh, cpp:1228:Failad to send kespalive co port 10, :ap-.:pl:':"“_u, £3,255.140. 177 with erzor 8% Destinacion address reguired

Below is an example of public LTE dynamic IP address without NAT. Note, port Bonding process completed.

yidda:Deleting port 178, taplrptudpl?s, £9.255.140.177

! 2064z instakesh, opp 06:Found cromh with encapid of 23016 from port %, taplrptudp®, 48.253,160.107

spackeT.cpp ishad hapdling response gn port 8 caplrpoodpd, 4 140.177

12316:5eceing encapid of port 9, taplcpoadpd, E3016 a"e' comple bamdshake, progeess is 2
:12312:Endbling pozt 5, taplzptudpd, EJ0LE afver complecing handshake, progress ia 2

Finished handling response on port 5, .apﬂ"‘uﬁ:s-. 33316
response oo port 8 19 seconds with 0 packsts loat out of 2 packets ssnt
IeSponse oo port § 83006 of 0. 333:5 seconds with 0 packets lost 1 packscs sent
IESpOnSE 0n POTC 83016 of 0.1 seconds with O packecs loac 1 packscs sent
response o port 9. veplroiude®. 830L6 of 0.125752 seconds with 0 packers losc oot of 1 packacs seoc

spacket.cpp
mah.

SCTP over public LTE - successful creation of SCTP tunnel. ACK response on tunnel - Note: in the acknowledgement

response, the substantially high latency across the tunnels.

Feb 18 07:37:30 instamesh[20639]: 206%:portInfo.cpp:l080:port 0, tap0 set srto_initial to 45000, srto min to 7, srto_max to 45000, a
Feb 18 07:37:30 instamesh[2069]: 2069:packet.cpp:1132:Finished handling response on port 10, tapOsctﬂlG 45 .255.140.177

Feb 18 07:37:30 instamesh[2069]: 2069:packet.cpp:1132:Finished handling response on port 10, tapOsctplld, 49.255.140.177

Feb 18 07:37:30 instamesh[2069]: 206%9:instaMesh.cpp:1231l6:5etting encapid of port 10, taplsctpll, 83016 after completing handshake,
Feb 18 07:37:30 instamesh[20€9]: 206%:instaMesh.cpp:12322:Enakling port 10, taplsctplld, 83016 after completing handshake, progress

Felr 18 07:37:30 instamesh[2069]: 206%:packet.cpp:1132:Finished handling response on port 10, taplsctplld, 53016

Feb 18 07:37:36 instamesh[2069]: 2069:instaMesh.cpp:12€70:ack response on port 10, taplsctplO, 83016 of 0.114572 seconds with 0 pac

Tel 18 AT 3TeAA Smetrameanh FAAEAT . AAERdmaralManh A s 13ETA e anle vmmmmmen mm et 10 4+ amfimnen1i B3ATE ~AF A AGEDSET mmmmmdn sedieh A omoe
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Testing Summary

Industrial applications, like mines, require more than LTE and Wi-Fi alone. Both are deployed for different applications, and physics defines
the limitations of each. When deploying a Rajant Kinetic Mesh utilizing the FE1-2455LW, with Rajant’s InstaMesh protocol routing over LTE,
one can see that robust connectivity remains seamless when switching between Rajant Kinetic Mesh and LTE. Kinetic Mesh achieves much

lower latency and much higher throughput while leveraging a mines LTE investment.

Rajant Peregrine LTE BreadCrumb

The Peregrine LTE is interoperable with all Rajant BreadCrumb nodes. It is part of Rajant’s initiative to develop deeply integrated
solutions that securely combine data from connected people, vehicles, machines, and sensors, with machine learning (ML). This new
high-performance industrial-grade BreadCrumb platform provides secure connections to back-end networks using Rajant’s APT and RPT

tunneling while actively using multiple frequencies to avoid interference and network congestion.

The Peregrine LTE uses real-time, automated packet routing to always select the best path for each packet. This data combination unlocks
the benefits of process optimization, digital twins, predictive analytics, AR, VR, and more, while improving worker safety. Capable of
providing a reliable connection in highly obstructed, cluttered, or shadowed areas, the Peregrine LTE is ideal to expand market capabilities

for industries like rail, shipping ports, military, mining, and heavy construction.
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